Quarter 4: Test Review Topics


Terms and Notation:

Observed Response: y
Predictor: x

Prediction equation / Regression Line / Least Squares Regression Line: 
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Fitted Response: 
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 (regression average, expected, or predicted response)

Average Response: 
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Residual: e

The difference between the observed and the predicted responses: 
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Slope Coefficient: 
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TI83(LinReg) or Formula (see below)

Constant or y-intercept: 
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TI83(LinReg)  or Formula (see below)

Coefficient of Correlation: r

TI83(LinReg)  or Formula (see below)

Coefficient of Determination: r2

TI83(LinReg)  or Formula (see below)

Regression Outlier

A value with a very large, in absolute value, residual, not following the pattern apparent in the other data points.  Any residual exceeding UF = Q3+1.5IQR or LF = Q1 – 1.5 IQR is considered an outlier.  If an outlier is central to the scope of x, then there is little harm in having an outlier.

Scope of x


Scope refers to the “range” of x values in the sampled data set.

Extrapolation

An extrapolation is a prediction made on for an x value far outside the scope of x.  Extrapolations should be avoided and or not trusted.

You will not perform any formal 5-step hypothesis procedure.  

You should however, know what each 5-step is attempting to show or not show.

Tasks:
· TI-83:  Simple Linear Regression Equation along with r and r2
· TI-83:  Quadratic and Exponential Regression equations

· Predictions (Simple Linear and Multiple Regression Models) 

· Interpretations

· Slope coefficient

As the predictor increases by 1 unit, the response(increases/decreases) by b1 units.

Substitute variable names or values for each underlined part above.

· Y-intercept (constant)

This is the expected or predicted response when the predictor(s) is/are zero.  If zero is not in the scope of any x, the y-intercept is deemed irrelevant.

Substitute variable names or values for each underlined part above.

· Coefficient of correlation

This value describes the strength and direction of a linear relationship.  

· Coefficient of determination

This value also describes the strength of the linear relationship.

Blank- percent of the variation in the response is explained by the regression line.

Substitute variable names or values for each underlined part above.

· Residual

+ residual > This subject has an above average response as compared to others with similar predictors. Substitute variable names or values for each underlined part above.

- residual > This subject has a below average response as compared to others with similar predictors. Substitute variable names or values for each underlined part above 

· p-value (simple linear model - ANOVA)

pvalue < 0.05: There is a significant linear relationship between x and y.

pvalue > 0.05: There is not a significant linear relationship between x and y.

· Using Formulas

· Slope Coefficient (Simple Linear) 
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· Y-intercept (Simple Linear)  
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· Coefficient of correlation (Simple Linear) 
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· Coefficient of determination (Simple Linear) 
[image: image10.wmf]SST

SSE

SST

SST

SSR

r

-

=

=

2


· ANOVA table (Simple Linear) 

	Source
	df
	SS
	MS
	F
	Pvalue

	Regression
	1
	SSR
	MSR = SSR/(1) 
	MSR/MSE
	Fcdf(MSR/MSE,9999,df(reg),df(error))

	Error
	n - 2 
	SSE
	MSE = SSE/(n-2)
	 
	 

	Total
	n - 1 
	SST
	 
	
	


Here: 
SST is the sum of (y - ybar)^2 as described in the notes
SSE is the summ of (y - yhat)^2 as described in the notes. You might think of SSE as the sum of squared residuals. 
SSR = SST - SSE
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