Quarter 4: Part II Multiple Linear Regression 

Section 6:  PRACTICE – Predictions, Residuals, and slope coefficients


1.  Cardio respiratory fitness is widely recognized ads a major component of overall physical well-being.  Direct measurement of maximum oxygen uptake (VO2max) is a single best measure of such fitness, but direct measurement is time-consuming and expensive.  It is therefore desirable to have a prediction equation for VO2max in terms of easily obtained quantities.  Consider the variables:

Y = VO2max (L/min)

X1 = Gender (female = 0, male = 1)

X2 = weight (kg)

X3 = time necessary to walk a mile (min)

X4 = heart rate at the end of the walk (beats/min)

Suppose the regression equation is 
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a.  Suppose that an observation made on a male whose weight was 80kg, walk time was 11min, and heart rate was 140 beats/min resulted in a VO2max reading of 3.15.  What would you have predicted for the VO2max reading of this subject, and what is the corresponding residual?  Show all work.  What does the value of this residual say about this male subject?

b.  Interpret the slope coefficients of X2, X3, and X4.  However, use variable names, not symbols, in your interpretations.  You must include units for each interpretation.

c.  Interpret the constant value (“y-int”) 
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in terms of an expected value or prediction.  Explain why this interpretation has no meaningful purpose.

d.  Suppose there were two females with the same walking time and heart rates.  Yet one female weighed 20 kg’s heavier than the other.  According to the regression model, what specific influence does the weight difference have on her (the heavier lady’s) VO2max reading?

2.  Here is Minitab Regression output for a study to predict hours spent on the Internet for families.

Predictor        Coef     SE Coef          T        P

Constant        3.500       1.972       1.78    0.086

Children       2.1567      0.1559      13.83    0.000

Income         0.0126      0.0016       7.72    0.000

Educatio       0.1220      0.1524       0.80    0.430

Computer       2.2654      0.5911       3.83    0.001

S = 1.079       R-Sq = 91.0%     R-Sq(adj) = 89.8%

a.  Write the regression equation using variable names.    

3.  A group of legislators wants to look at factors that affect the number of traffic fatalities.  They collected 1994 data from the National Transportation Safety Board.  Specifically, the legislators are looking at how Y = the number of fatalities is affected by the X1 = number of licensed driver (thousands), X2 = the number of registered vehicles (thousands), X3 = and the number of vehicle miles (millions) for the states of the United States. (See data on next page)

The regression equation is

Traffic Fatalities = 51.7 + 0.0629 Licensed Drivers- 0.212 Registered Vehicles

+ 0.0293 Vehicle Miles Traveled 

Predictor        Coef     SE Coef          T        P

Constant        51.75       30.43       1.70    0.096

Licensed      0.06295     0.04883       1.29    0.204

Register     -0.21190     0.05599      -3.78    0.000

Vehicle      0.029350    0.003525       8.33    0.000

S = 154.5       R-Sq = 96.5%     R-Sq(adj) = 96.3%

a.  Write the regression model using symbolic notation.

b.  What is the predicted amount for NJ?  What is the residual amount for NJ?

c.  The national average for traffic fatalities is 798 deaths.  How does NY compare to the national average?  How does NY compare to states with similar characteristics? Justify.

d.  In multiple regression, an observation is considered an outlier if it has an extremely large, in absolute value, residual.  To determine if a residual is unusually large or small one can employ the 1.5IQR boundary test.  In another words, if a residual falls above Q3+1.5IQR or below Q1-1.5IQR, then the residual, and hence the observation, is considered an outlier.  Determine whether the number of traffic fatalities for each NJ and NY are considered outliers.  The descriptive statistics for the residuals is given below.

Variable             N       Mean     Median     TrMean      StDev    SE Mean

RESI1               51        0.0       -8.8       -7.8      149.8       21.0

Variable       Minimum    Maximum         Q1         Q3

RESI1           -417.6      516.6      -76.3       45.3

State    Y         Pop       X1      X2     X3

AL
1083
4219
3043
3422
48956

AK
85
606
443
508
4150

AZ
903
4075
2654
2980
38774

AR
610
2453
1770
1560
24948

CA
4226
31431
20359
23518
271943

CO
585
3656
2620
3144
33705

CT
310
3275
2205
2638
27138

DE
112
706
512
568
7025

DC
69
570
366
270
3448

FL
2687
13953
10885
10132
121989

GA
1426
7055
4666
5638
82822

HI
122
1179
742
781
7935

ID
249
1133
779
1062
11652

IL
1554
11752
7548
8331
92316

IN
974
5752
3834
4850
62108

IA
478
2829
1921
2929
25737

KS
442
2554
1794
1965
24678

KY
778
3827
2498
2615
39822

LA
838
4315
2606
3242
37430

ME
188
1240
916
1071
12469

MD
651
5006
3311
3543
44165

MA
440
6041
4209
3956
46990

MI
1419
9496
6602
7599
85183

MN
644
4567
2668
3869
43317

MS
791
2669
1659
2056
28548

MO
1089
5278
3512
4179
57288

MT
202
856
536
967
9116

NE
271
1623
1154
1490
15466

NV
294
1457
987
983
13019

NH
119
1137
878
1013
10501

NJ
761
7904
5521
5752
60466

NM
447
1654
1162
1472
20480

NY
1658
18169
10444
10428
112970

NC
1431
7070
4779
5462
71928

ND
88
638
443
687
6338

OH
1371
11102
7722
9647
98200

OK
687
3258
2363
2863
36980

OR
490
3086
2401
2748
29453

PA
1441
12052
8146
8557
92347

RI
63
997
682
728
7095

SC
847
3664
2458
2764
37245

SD
154
721
512
845
7631

TN
1214
5175
3583
5150
54524

TX
3186
18378
12012
13287
178348

UT
342
1908
1203
1381
18078

VT
77
580
435
502
6152

VA
930
6552
4631
5593
67609

WA
638
5343
3741
4654
47428

WV
356
1822
1317
1375
17112

WI
712
5082
3542
4044
50273

WY
144
476
354
583
6689
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